A Regular Expression Matching Circuit Based on a Modular Non-Deterministic Finite Automaton with Multi-Character Transition
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Abstract—This paper shows an implementation of a regular expression circuit based on an NFA (Non-deterministic finite automaton). Also, it shows that the NFA based one is superior to the DFA (Deterministic finite automaton) based one, in terms of area and time complexity. A regular expression matching circuit is generated as follows: First, the given regular expressions are converted into an NFA. Then, to reduce the number of states, the NFA is converted into a modular non-deterministic finite automaton (MNFA) with \( p \)-character transition. Finally, a finite-input memory machine (FIMM) to detect \( p \)-characters as well as the matching elements (MEs) realizing the states for the MNFA are generated. We designed MNFA for different \( p \) on a Xilinx FPGA. Then, we derived an optimal value \( p \) that efficiently uses both LUTs and embedded memories of the FPGA. As for the performance per FPGA area, our method is 6.2-18.6 times better than DFA-based methods, and is 1.8 times better than the NFA-based method. Since our method efficiently utilizes FPGA resource, a low-cost FPGA can be used to implement a high-performance regular expression matching circuit.

I. INTRODUCTION

A. Intrusion Detection System

An intrusion detection system (IDS) monitors network against malicious activities or policy violations to alert network administrators. The IDS is roughly classified into two: a network IDS and a host IDS. To perform intrusion detection, the network IDS \(^1\) compares present network activities with normal ones. On the other hand, the host IDS performs pattern matching to see if incoming data matches known malicious activities (patterns) represented by regular expressions. Thus, the host IDS is called a pattern matching based IDS. Open source IDS exist such as SNORT \(^1\) for a server, and Firekeeper\(^2\) for a personal browser (FireFox). Both open source IDSs are based on regular expression matching. Many network security vendors adopt pattern matching based IDS, since the pattern matching-based one is faster and easier to implement than the network IDS. Recently, an IPS (Intrusion Prevention System) consisting of the IDS and the firewall come into practical use. The IPS blocks the connection of suspicious activity. The bottleneck of the host IDS is the regular expression matching.

B. Related Works

The regular expressions can be detected by finite automata. In a deterministic finite automaton (DFA), for each state for an input, a unique transition exists, while in a non-deterministic finite automaton (NFA), for each state for an input, a multiple transitions exists. In an NFA, there exist \( \varepsilon \)-transitions to other states without consuming input characters. Various DFA-based regular expression matching exist; an Aho-Corasick algorithm \(^1\); a bit-partition of the Aho-Corasick DFA by Tan et al. \(^1\); a combination of the bit-partitioned DFA and the MPU \(^3\); and a pipelined DFA \(^5\). Also, various NFA-based regular expression matching exist; an algorithm that emulates the NFA (Baeza-Yates’s NFA) by shift and AND operations on a computer \(^2\); an FPGA realization of Baeza-Yates’s NFA (Prasanna’s method) \(^13\); prefix sharing of regular expressions \(^9\); and a method that maps repeated parts of regular expressions to the Xilinx FPGA primitive (SRL16) \(^4\).

C. Contributions of This Paper

Comparison the parallel hardware for the NFA with that for the DFA Yu et al. compared complexities of the NFA with the DFA on random access machine (RAM) model \(^18\). In this paper, we compare NFA and DFA on FPGA circuits.

Regular expression matching circuit for the NFA with multi-character transition\(^2\) Prasanna et al. implemented a regular expression matching circuit by an NFA with single-character transition \(^13\). In their machine, each state for the NFA was implemented by a single-character detector and an AND gate. Also, an \( \varepsilon \)-transition was realized by OR gates and routing on the FPGA. Although the modern FPGA consists of LUTs and

\(^1\)An anomaly-based IDS.

\(^2\)“multi-character transition” has been defined in \(^12\).
embedded memories, Prasanna’s method failed to utilize embedded memories. So, in their implementation, embedded memories were left unused. In contrast, our method utilizes both LUTs and embedded memory to implement an NFA with p-character transition.

The rest of the paper is organized as follows: Chapter 2 shows the implementation of the regular expression matching circuit based on the NFA; Chapter 3 compares parallel hardware for the NFA with that for the DFA; Chapter 4 explains the regular expression matching circuit for the NFA with multi-character transition; Chapter 5 shows the experimental results; and Chapter 6 concludes the paper.

II. REGULAR EXPRESSION MATCHING BASED ON NFA

A. Regular Expression

A regular expression consists of characters and meta characters. Our implementation accepts the following meta characters: ‘*’ (repetition of more than zero character); ‘?’ (zero or one character); ‘+’ (more than one repetition of character); ‘( )’ (specify the priority of the operation); ‘|’ (logical OR).

B. Regular Expression Matching Circuit Based on NFA

Fig. 1 illustrates conversions of regular expressions into NFAs, where ‘ε’ denotes an ε-transition, and a gray state denotes an accept state. Fig. 2 shows an NFA accepting the regular expression ‘abc(ab)*a’, and state transitions with the input string ‘abca’. In Fig. 2, each element of the vector corresponds to a state of the NFA, and ‘1’ denotes an active state. Fig. 3 shows the circuit realizing the NFA in Fig. 2. To realize the NFA, first, the memory detects the character for the state transition, and then it sends the character detection signal to the matching element (ME). Each ME corresponds to a state of the NFA, and the ME for the accepted state generates the match signal. In Fig. 3, in each ME, the FF corresponds to the element of the vector shown in Fig. 2; i denotes the matching signal from the previous state; o denotes the character detection signal; εi (εo) denotes the input (output) signal for the ε-transition.

III. COMPLEXITIES OF PARALLEL HARDWARE FOR NFA AND DFA

In this section, we compare the parallel hardware for NFA with that for DFA. We define the length of the regular expression s as the number of non-meta characters in the regular expression. We show that the NFA-based parallel hardware is superior to the DFA-based one with respect to the area complexity.

Example 3.1 For a regular expression “abc(ab)*a” shown in Fig. 2, the length of the regular expression is 6. The length of the regular expression is not always equal to the number of states for the NFA.

A. Complexity for Regular Expression Matching Circuit Based on NFA

As shown in Fig. 3, an ME consists of an OR gate, an AND gate, and a flip-flop. Thus, the ME can be implemented by 3-inputs LUT and a flip-flop. Note that, a modern Xilinx FPGA has logic cells that consist of 4-input LUTs and flip-flops. For m regular expression with length s, the number of LUTs is O(ms). On the other hand, from Fig. 3, the one character (8 bits) detector consists of an 8-input memory. Since the amount of memory is m × 2^8 × s bits, the memory size is also O(ms).

The parallel hardware based on NFA shown in Fig. 3 can activate s states and s ε transitions per one clock. Since m regular expressions are realized by m parallel hardware, the time complexity is O(1).

We selected regular expressions from open-source IDS SNORT [14]. Then, we implemented the parallel hardware based on NFA shown in Fig. 3. Next, we obtained the necessary number of LUTs and the memory size. Fig. 4 shows the relation of the length of the regular expression s and the number of LUTs. Fig. 5 shows the relation of s and the memory size. These figures show that the amount of hardware increases linearly with s.
Fig. 3. A Circuit Realizing NFA [13].

Fig. 4. Relation the Length $s$ of Regular Expression and the Number of LUTs.

**B. Comparison with DFA**

Fig. 6 shows a sequencer that emulates the DFA, where the memory stores the next states, and the register stores the present state. In the sequencer, since state transition is performed in every clock, the time complexity is $O(1)$. On the other hand, for the area of the sequencer, the memory occupies the almost all part of the area. Since the hardware other than the memory is considered to be constant, the number of LUTs for sequencer is $O(1)$.

Yu et al. analyzed that the memory size for the DFA is $O(|\sum|^{[m]})$, where $|\sum|$ denotes the number of input symbols [18]. For standard regular expressions, $|\sum| = 2^8 = 256$. Tan et al. considered the bit-partitioned sequencer for the DFA [16]. Sherwood et al. showed that the number of states for the bit-partitioned DFA does not exceed that for the original DFA [6]. Unfortunately, even if the bit-partitioned DFA can reduce the memory size, the memory size remains $O(|\sum|^{[m]})$. Since the number of patterns represented by regular expressions is expected to increase drastically, for the DFA-based hardware, the explosion of the memory size will be a crucial problem. Table I compares complexities for the NFA and the DFA.

**IV. Compaction of NFA-based Regular Expression Circuits**

Sidhu and Prasanna [13] implemented a regular expression matching circuit based on an NFA with single-character transition [2]. Each state for the NFA was implemented by a single character detector and an AND gate. Also, an $\varepsilon$-transition was realized by OR gates and routing on the FPGA. Although modern FPGAs consist of LUTs and embedded memories, their method failed to utilize embedded memories\(^3\). So, their method is inefficient with respect to the resource utilization of FPGA. In contrast, our method implements an NFA with $p$-character transition by embedded memories and LUTs to utilize the FPGA resources efficiently.

**A. NFA with Multi-Character Transition [10]**

In the circuit for the NFA, each state is implemented by an LUT of an FPGA. Thus, the necessary number of LUTs is equal to the number of states. To reduce the number of states, we use the **NFA with $p$-character transition modular non-deterministic finite automaton: MNFA($p$)**. Note that, an MNFA(1) corresponds to an ordinary NFA and is simply denoted by ‘NFA’. To convert an NFA into an MNFA($p$), we concatenate characters for sequence of the states. However, to retain the $\varepsilon$-transition, only the nodes without $\varepsilon$-transition edge are merged to the parent node. Fig. 7 shows the MNFA(3) that is derived from the NFA shown in Fig. 2.

**TABLE I**

<table>
<thead>
<tr>
<th></th>
<th>Bit-partitioned DFA</th>
<th>Prasanna-NFA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Area</td>
<td>$O(1)$</td>
<td></td>
</tr>
<tr>
<td>Memory</td>
<td>$O(</td>
<td>\sum</td>
</tr>
<tr>
<td>Time</td>
<td>$O(1)$</td>
<td>$O(1)$</td>
</tr>
</tbody>
</table>

\(^3\)They used LUTs to implement single-character detectors (comparators) instead of the memory shown in Fig. 6.
Fig. 7. MNFA(3) Equivalent to NFA Shown in Fig. 2.

Fig. 8. Finite Input Memory Machine (FIMM).

B. Regular Expression Matching Circuit in MNFA(p)-based Circuit

In an MNFA(p), for each state, there exist transition to other states by consuming a string with up to p characters. For the MNFA(3) shown in Fig. 7, the set of transition strings is \{abc, ab, a\}. To detect the transition strings, we use the finite input memory machine (FIMM). Fig. 8 illustrates the FIMM that detects the strings \{abc, ab, a\}. When the FIMM detects a string, it generates a detection signal. Fig. 9 illustrates the circuit for three-character transition. To synchronize the detection signal from the FIMM and the matching signal from the preceding ME, we insert shift registers. An LUT of a Xilinx FPGA can also be used as a shift register (SRL16) [17]. Fig. 10 shows a 4-input LUT of a Xilinx FPGA. Let p be the maximum number of characters for the transition strings of the MNFA(p). The single-memory realization of the FIMM requires \(p^2\) bits. In Fig. 11, since \(p = 3\), the necessary memory size is 48 mega bits, which is impractical. Our method decomposes the memory of the FIMM into \(p\) parts and uses the bitwise-AND [11]. Each part of the memory is implemented by an embedded memory of the FPGA.

Example 4.2 Fig. 12 shows the circuit for the MNFA(3) in Fig. 9. To realize the multi-character transition, we insert shift registers into MEs. When the FIMM detects a transition string, it sends the detection signals to the corresponding ME. Then, the ME performs the multi-character transition.

C. Partition of Memory for FIMM

In Fig. 11, assume that the FIMM consists of memories with 8 inputs and 3 outputs. We can further reduce the total amount of memory by partitioning the inputs of the memory. In this part, we consider the optimal partition of the inputs. In the standard regular expression, one
character is 8 bits. Thus, the memory is partitioned into four (Fig. 13). Let $q$ be the number of blocks for the partition of 8-input $s$-output memory. Then, the total amount of memory $M_{FIMM}(q)$ is

$$M_{FIMM}(q) = q \times 2^\frac{s}{2} \times s. \quad (1)$$

Although we can reduce the amount of memory by increasing $q$, the large bitwise-AND is necessary. Thus, the trade-off of the memory size and the delay time for the bitwise-AND exits among different $q$. We implemented four different partitions of the memory shown in Fig. 13 to a Xilinx FPGA (Virtex 6) to obtain the memory size and the delay time, where we assume that $s = 256$. Fig. 14 shows the memory size and the delay time with respect to the number of blocks. Memory sizes for $M_{FIMM}(4)$ and $M_{FIMM}(8)$ are the same. For $q = 2$, the bitwise-AND part is implemented by $s$ 2-input AND gates, while for $q = 4$, that is implemented by $s$ 4-input AND gates. The Xilinx FPGA has 4-inputs LUTs that can realize both 2-input and 4-input AND gates by one LUT. So, delay times for $q = 2$ and $q = 4$ are the same. From Fig. 14, for $q = 4$, the memory size and the delay time keep their balance. However, for practical implementation of the Xilinx FPGA, we chose $q = 2$. This is because the Xilinx FPGA contains the embedded memory (BRAM) that is 8 Kbits dual port memory. For $q = 4$, even if we use dual port BRAM, two BRAMs are necessary, and it's utilization is a half of the case $q = 2$. On the other hand, for $q = 2$, we can implement the memory part of the FIMM by a dual port BRAM.

From the preliminary experiment, we chose $q = 2$. When the MNFA($p$) has no $\varepsilon$-transition, the doubling value $p$ will decrease the number of states $s(p)$ into a half. In this case, the number of address of the memory of FIMM $q \times 2^\frac{s}{2} \times p$ is doubled. Therefore, such change of the value of $p$ does not change the total amount of memory $M(p)$.

However, actually, an MNFA($p$) has $\varepsilon$-transition. Even if we double the value of $p$, $s(p)$ does not decrease to a half. From this observation, we have $\frac{1}{2}s(p) \leq s(2p)$. Thus, it implies the relation $M(p) \leq M(2p)$. Thus, for MNFA($p$), the total amount of memory of the FIMM increases with $p$, while the number of states for the MNFA($p$) decreases with $p$.

To obtain an optimal $p$ experimentally, we implemented regular expression matching circuit based on MNFA($p$) for different value of $p$. We selected the regular expressions from open-source IDS SNORT. Then, we implemented circuit for the regular expressions to the Xilinx FPGA (Virtex 6: XC6VLX75T, # of LUTs: 74,496, memory size: 5,616 Kbits). Fig. 15 shows the resource utilization of LUTs and memories. From Fig. 15, when $p = 2$ or $p = 3$, the ratio of resource utilizations of LUTs and memories keep their balance.
B. Comparison with Other Methods

We implemented the regular expression matching circuit based on MNFA(3). The maximum clock frequency is 400 MHz. Our MNFA(3) circuit processes one character (8 bits) per one clock, so the system throughput is 3.2 Gbps. To compare with other methods, we use PEM (Performance Efficiency Metrics) proposed by Vassiliadis et al. [4]. Since 12 Bytes of memory occupies the FPGA area equivalent to a logic cell on Xilinx FPGA [15], PEM is defined by

\[ PEM = \frac{\text{Throughput (Gbps)}}{\frac{\# \text{ LogicCells}}{\text{Throughput (Gbps)}} + \frac{\text{MemorySize (Bytes)}}{\# \text{ Characters}}} \]  

Table II compares with other methods with respect to PFM. From Table II, as for PEM, our method is 6.2-18.6 times better than DFA methods, and is 1.8 times better than the NFA method.

VI. Conclusion

This paper showed the realization of the regular expression matching circuit based on MNFA(p). Also, this paper showed that complexity of the parallel hardware for the NFA based one is lower than that for the DFA based one. We obtained an optimal value \( p \) for the MNFA(p) experimentally. When \( p = 2 \) or \( p = 3 \), it keeps balance for the memory size and the number of LUTs. As for the PEM (Performance Efficient Metric), our method is 6.2-18.6 times better than DFA-based methods, and is 1.8 times better than the NFA-based method. The advantage of our method is efficiently of implementation, so we can realize a high-performance regular expression matching circuit with a low-end FPGA.
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